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CI-WATER Project
• NSF Cyberinfrastructure Cooperative Agreement 
joint between Utah and Wyoming EPSCoR 
jurisdictions.  Total budget $6.0M

• Focused on acquisition of hardware,  
development of software, capacity building, 
education, and outreach.

• Sept. 1, 2011– Aug. 31, 2015



Project Goals
• Enhance cyberinfrastrucuture facilities

• Enhance access to data- and computationally-intensive 
modeling

• Advance high-resolution multi-physics watershed 
modeling 

• Promote STEM learning and water science 
engagement

 Take-aways
 Significant CI facilities have been deployed
 Facilities are transforming scientific discovery
 Plan and commitments guarantee sustainability of CI
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CI-Water Grand Vision

“support the development 
and use of large-scale, 
high-resolution 
computational water 
resources models”

“successful integration 
requires  data, software, 
hardware, simulation 
models… to engage 
stakeholders and impart 
science into policy, 
management, and 
decisions” 



High Performance Computing

Mount Moran

 Mt Moran installed in 
Fall 2011

 IBM System X cluster 
     4256 cores and 

growing 
 150 teraflop with 

optimized infiniband
 Based on condo model 

with core funding from 
UW. 

 CI-Water’s share ~49%
 200+ users associated 

with 31 projects
 Running on average 

about 90%capacity 

“Through this project, UWYO will 
acquire a 100+ TFLOPs hybrid 
multi-processor computer system 
and associated storage 
resources dedicated to 
supporting the combined HPC 
modeling needs of our 
Consortium” 



High Performance Computing
 CI-Water has received 

two large allocations 
totally ~10M core hours

 Use-age last year (6M 
core hours) ranks as 
tops from UW, and in 
top 20 overall

NCAR Wyoming Supercomputing 
Center 

1.5 petaflop machine
75,000 cores

Wyoming and its collaborators 
have 20% share



High Performance Computing

Mount Moran

Mt Moran will 
“Serve as a gateway to the NWSC 
machine for running simulations of 
large watersheds, such as the upper 
Colorado River basin”

“Run at a sustained speed of 1% or 
greater of the peak speed of the 
NWSC machine-this level of 
performance never been seen before 
in hydrology codes”

“Enable and support to the 
development of a new hydrology 
model”



High Performance Storage

A shared data repository

“supports and provides access 
to large volumes of hydrologic 
and atmospheric data”

“provides a database and data 
modeling infrastructure to 
support integration and 
assimilation of local, regional, 
and national data tied to the 
research projects in this 
Consortium”



High Performance Storage
CI-Water project has 

400 TB use-able storage 
at U. Utah

Improved links to UW,  

  USU  and BYU, NWSC   
(2 PB  storage, 20 PB 
tape available) resources 

Effective data curation  
 and external data access  
  policies

University of Utah’s
data center
1 petabyte



High Performance Storage @ UW
 UW’s Bighorn: 400 TB useable global parallel file 

system supports Mt Moran computing

 New global scratch space enables data-intensive 
computing

 In initial stages of Wyoming petalibrary:  an   
expandable, petascale storage system–phase 1 will be 
deployed by January and support CI-Water



Visualization
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ADHydro: A Large-scale High-resolution Multi-physics Distributed Water Resources 
Model for Water Resources Simulations in a Parallel Computing Environment

ADHydro Model

Motivating Questions

Abstract
Physics-based watershed models are useful tools for hydrologic studies, water 
resources management and economic analyses in the contexts of climate, 
land-use, and water-use changes.  This poster presents development of a 
physics-based, high-resolution, distributed water resources model suitable for 
simulating large watersheds in a massively parallel computing environment.  
Developing this model is one of the objectives of the NSF EPSCoR RII Track II 
CI-WATER project, which is joint between Wyoming and Utah.  The model, 
which we call ADHydro, is aimed at simulating important processes in the 
Rocky Mountain west, including: rainfall and infiltration, snowfall and 
snowmelt in complex terrain, vegetation and evapotranspiration, soil heat flux 
and freezing, overland flow, channel flow, groundwater flow and water 
management. The ADHydro model uses the explicit finite volume method to 
solve PDEs for 2D overland flow and 2D saturated groundwater flow coupled to 
1D channel flow.  The model has a quasi-3D formulation that couples 2D 
overland flow and 2D saturated groundwater flow using the 1D Talbot-Ogden 
finite water-content infiltration and redistribution model. This eliminates 
difficulties in solving the highly nonlinear 3D Richards equation, while the 
finite volume Talbot-Ogden infiltration solution is computationally efficient, 
guaranteed to conserve mass, and allows simulation of the effect of near-surface 
groundwater tables on runoff generation.  The process-level components of the 
model are being individually tested and validated. The model as a whole will be 
tested on the Green River basin in Wyoming and ultimately applied to the entire 
Upper Colorado River basin.  ADHydro development has necessitated 
development of tools for large-scale watershed modeling, including open-source 
workflow steps to extract hydromorphological information from GIS data, 
integrate hydrometeorological and water management forcing input, and 
post-processing and visualization of large output data sets.  The ADHydro 
model will be coupled with relevant components of the NOAH-MP land surface 
scheme and the WRF mesoscale meteorological model.  Model objectives 
include well documented Application Programming Interfaces (APIs) to 
facilitate modifications and additions by others.  We will release the model as 
open-source in 2014 and begin establishing a users' community.

EPSCoR
EPS 1135483

http://ci-water.org/ 

Colorado River Basin

  Basin Area:  288,000 km2

  Streams: 467,000 km
  Population: 900,000 (USBR)
  Area above 2700 m (9,000 ft)     
      14.5%
  Area above 3050 m (10,000 ft)   
      3.2%
  Population depending on water   
     >30,000,000

Model Development Philosophy
  Open Source
  Process fidelity, mass conservative
  Process solver flexibility - provide many options
  Well defined API for modularity
  Do nothing prohibitive
  Develop user group, give the code a life of its own (Linux model) – 
     Spring 2014.
  Contact: Fred Ogden (fogden@uwyo.edu)

● What are the potential impacts of climate change on the long term 
water yield from the Upper Colorado River basin?
● How will land-use changes due to development and natural causes 
such as fire and the mountain pine bark beetle outbreak affect water 
supplies?
● What are the effects of trans-basin diversions and increases in 
consumptive use on the water storage in Lake Powell in 30-50 years?

Our Collaborators

Upper Colorado River Basin

Pre-processing work flow 

Post-processing 

Model inputs:
● Land geometry from Digital Elevation Model (DEM)
● Stream hydraulic geometry from National Hydrography Dataset (NHD)
● Land Use / Land Cover (LULC) data from USGS
● Soil data from Soil Survey Geographic (SSURGO) database
● Dynamic hydrometeorological input variables from WRF
● Water management infrastructure
● Water use and management process parameters

Model characteristics:
● Explicit finite volume solver
● Mass conservation
● Code developed for parallel environment
● Surface water and groundwater explicitly coupled by infiltration
● Both overland flow and channel routing have the dynamic wave and

 diffusive wave options

References
[1] Talbot, C. A., and Ogden, F. L. (2008). A method for computing infiltration and redistribution in a discretized moisture content  
domain, Water Resour. Res., 44(8), W08453, DOI:10.1029/2008WR006815. 
[2] Niu, G.-Y., et al. (2011). The community Noah land surface model with multiparameterization options (Noah-MP): 1. Model 
description and evaluation with local-scale measurements, J. Geophys. Res., DOI:10.1029/2010JD015139.
[3] Michalakes, J., et al. (2004). The Weather reseach and forecast model: Software architecture and performance, Proceedings of the 
11th ECMWF Workshop on the Use of High Performance Computing In Meteorology, Reading U.K. Ed. George Mozdzynski.

● Acquire Digital Elevation Models and National Hydrography Dataset from USGS
● Hydrologic terrain analysis using TauDEM
● Geoprocessing and generation of shapefiles using QGIS and ArcGIS
● Generate 2D triangular mesh using Triangle

● Store and manage data using HDF5 files
● Visualize data sets using Paraview

A high resolution multi-physics model integrating hydrologic process, engineered infrastructure, 
water resources polices and water management into spatially distributed simulations.
Building blocks:
● 2D overland flow
● 2D saturated groundwater flow
● 1D channel routing with reservoirs
● 1D Talbot-Ogden (T-O) infiltration[1]

● Noah-MP land surface model[2] 
● The Weather Research and Forecasting 

 (WRF) meteorological model[3]

● Water management

Upper Green River basin:
● Basin area:  1220 km2

● Streams: 1572 km

T-O infiltration model

Model formulation layer

● Large watersheds often span multiple UTM 
zones - we cannot generally use the UTM 
projection
● Interrupted sinusoidal map projection with 
central meridian through the center of the 
watershed is a good option
➔ Lines of latitude are horizontal lines
➔ Area is perfectly preserved
➔ Can describe regions 40 degrees in      

  longitude with minimal distortion - the 
  Amazon basin fits in this space

AGU 2013 H23E - 1313

UW’s visualization 
research laboratory 
enables scientists and 
engineers and policy 
makers to visualize and 
interact with highly 
complex data sets. 

The laboratory connects 
via 10-gigabit lines
 to the NWSC and to Mt 
Moran. 

. Equipment includes:
•Four-wall CAVE (Cave Automatic 
Virtual Environment)
•2x3 array video wall capable of 
displaying 3-D images
•A three screen portable "mini-cave" 
visualization system
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Project leverages 
Internet II
Front-range Gigapop
Utah Education network
Bi-State Optical network

and recent NSF funded 
network projects to

  “create access to data, 
HPC resources”, and 
collaboration tools

 Increase network 
capacity between 
institutes



Personnel

UW’s Advanced Research Computing Center was created 
in 2011 to support projects like CI-Water, and to 
oversee CI development.

Existing personnel (on state-funded lines) include a 
Director, Archictect & Sysadmin, HPC User-support, 
Application Specialist and Storage Architect & 

Manager.   Will hire data-specialist by January.



Sustainability

Plans incorporate:

  Shared responsibility with researchers

  Long-term base-funding from universities

 Commitment to computational and data sciences 
in universities’ plans

 Strategic growth to meet needs without over 
extending commitments

 Aggressive pursuit of external funding

 Leveraging of partnerships



Impacts @ UW
 Increased competitiveness:

Track I ($20M), DOE ($5M), NSF Networking ($ 5M), 
NSF Panama ($2.89 M) all leverage CI-Water 

 Increased # of proposals are cyber-centric

 About $500K  in grants funds to support UW CI

 Increased demand at undergrad and grad level for 
computational and modeling courses 

 New/stronger partnerships

INL, NCAR, LLNL,  RMACC, CASC

 Improved success in recruiting high-caliber 
researchers



NWSC tour tomorrow

Depart from Hilton Lobby at 7:30 a.m. 

Wear closed toe shoes, long pants, long-sleeve shirt.


	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16

